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ABSTRACT
Although there are many studies concerning the estimation of wind potential in different locations of Iran,
an adequate evaluation of wind power for onshore locations of this country has not been investigated
yet. The purpose of this research is to evaluate the potential of onshore wind in the south of Iran along
the Gulf of Oman by comparing threeWeibull numerical methods. In the first step, it became clear that the
maximum likelihoodmethod (MLM) compared toothermethods represented the actualwinddatawith the
lowest error rate and therefore itwas selectedas anaccurate statistical distribution tomodel thewind speed
of the investigated location. Using the MLM, the estimation of wind speed characteristics as well as the
techno-economic evaluation of different wind turbines has been investigated. It was concluded that both
technically and economically the studied area does not have sufficient wind power for the development of
large-scale or grid-connected wind turbines. However, it may have enough power for non-grid-connected
mechanical applications, such as wind generators for water pumping. Therefore, in the last part of this
paper, an investigation of water pumping potential of the studied site by using adequate and modern
wind turbines with lower start-up wind speed was recommended for future studies. Furthermore, it was
suggested that the current methodology used in this research could be employed and extended in future
studies to evaluate thewind potential of all onshore locations of Iran including onshore locations along the
Persian Gulf and Caspian Sea.
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1. Introduction

Population growth and technological developments require
the consumption of primary fossil fuel resources at a very fast
pace, and hence shifting to alternative energy resources is an
inevitable undertaking especially for importing countries. There-
fore, environment-friendly renewable energy resources such as
solar, hydro, wind, tidal energy, biomass and geothermal energy
resources have attracted increasing investment worldwide in
recent years. As many developed and developing countries
are currently struggling to meet energy demands, devising
programmes to bypass challenges in the use and deploy-
ment of such renewable energy resources has constituted an
inter/national priority (Ataei et al. 2015a).

As one of the most economical sources of renewable energy
resources, wind has a similar/lower production cost compared
to that of fossil-based electricity production industries when
considering greenhouse gas emissions. Not only is this energy
resource found in abundance in most geographical locations,
but it is also considered a profiting industry for landowners
whose properties meet global wind resource standards while
serving other economical purposes at the same time. Likewise,
the availability of different types of multi-capacity wind turbine

CONTACT Mojtaba Nedaei nedaei.mojtaba@gmail.com, mojtaba@khu.ac.kr; Muyiwa Samuel Adaramola (co-corresponding author)
muyiwa.adaramola@nmbu.no

generators supports many small- or large-scale applications. For
instance, at the former level, wind turbines can power remote
locations without access to an electricity grid (Alamdari, Nema-
tollahi, and Mirhosseini 2012; Nojedehi et al. 2016).

The earliest use of wind energy used for electricity produc-
tion in the US dates back to the nineteenth century’s wind-
mills. Nowadays, using thewindenergy for electricityproduction
is a common trend as it is one of the most economical and
environment-friendly renewable energy sources, avoiding CO2

emissions and detrimental effects of greenhouse gases and cli-
mate change (Kose, Aksoy, and Ozgoren 2014). Based on the
preliminary information provided by the World Wind Energy
Association (WWEA), more than 50GW of capacity was added
during the year 2014, providing a total wind power capacity of
close to 370GW. The capacity for recently installed wind tur-
bines was 40% more than in 2013, and substantially more than
in the previous year (2012), when 44.6 GWwere installed (WWEA
2015a).Moreover, a 2015 report (WWEA2015b) showed that 105
countries in theworld on all continents, includingAntarctica, are
using wind energy for electricity generation. In general, for the
year 2030, WWEA sees a wind capacity close to two million MW
as possible. Unfortunately, Iran’s position in each year dropped
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as follows: 43rd in 2011, 47th in 2012, 51st in 2013 and 54th in
2014 (WWEA2015b). It is evident that Iran’s use ofwind energy is
limited despite her abundant wind resources. Although several
Iranian companies attempt to establish national power plants,
more attention needs to be devoted to this sector.

1.1. Wind resource assessment review

The wind characteristics such as speed, direction and wind
power are the major key parameters to determine the pri-
mary evaluation of wind power through a wind farm, for an
investigated area. On this account, precise assessment of wind
potential along with economic evaluation plays a significant
role in wind energy utilisation for any location. Scanning the
literature indicates extensive research and feasibility studies
on wind power development around the world. For instance,
wind resource assessment (WRA) has been done in China (Wua,
Wanga, and Chib 2013) to address the potential of wind. It was
found that the Logistic function provides amore adequate result
compared to other distribution functions. According to a study
of wind energy in Ghana (Adaramola, Agelin-Chaab, and Paul
2014), it was found that the wind resource in this area is suit-
able for large-scalewind energy development, small-scale appli-
cations and hybrid energy systems. Another study of WRA in
Sindh, Pakistan, was done and it was concluded that the candi-
date site is recommended for some small stand-alone systems
as well as for a wind farm (Khahro et al. 2013). The wind energy
potential of PeninsularMalaysiawas also investigated. It became
clear that due to weak wind regimes, small-scale wind energy
systems would be economically viable in a few regions most
especially when the recently launched feed-in tariff in the coun-
try is extended to wind energy (Akorede et al. 2013). Using
Weibull distribution, wind characteristics of four locations sit-
uated in Algerian Sahara were investigated by Boudia et al.
(2013). In this study, Weibull coefficients were estimated and
compared with the variation of air temperature for the stud-
ied locations. The obtained results indicated that wind speed
is more uniform in the hottest periods. This led to conclude a

Figure 1. Map of GIS for average wind speed at 40m in 68 sites in Iran.

possible correlation between air temperature and wind speed
in the studied desert regions. Additionally it was also concluded
that the highest energy output obtained fromwind turbinewith
a capacity of 600 kW (Fuhrländer FL600) is found at the ‘Bordj
BadjiMokhtar’ site, followedby ‘Illizi’, ‘Djanet’ and ‘Tamanrasset’.
Another analysis that was done for WRA of Dublin in Ireland by
Sunderland,Mills, andConlon (2013) showed that in conjunction
with urban surface roughness, the urban frictional velocity must
also be considered for urban wind resource modelling. Alam-
dari, Nematollahi, and Mirhosseini (2012) used the wind speed
data for 68 studied areas during one year at different heights in
Iran usingWeibull distribution. GIS (Geographic Information Sys-
tem) themes forwindpotentialwere alsoutilised in this research.
In fact, GIS maps for average wind speed and power density
of measurement data at three heights in Iran were presented.
According to the maps, it was concluded that the eastern and
north-western regions of Iran have good potential for develop-
ment of wind turbines. These regions were situated in the path
of strongwind flows. The central and southern regions of Iran do
not have a relevant potential. Figure 1 demonstrates the map of
GIS for average wind speed at 40m height that was plotted for
the whole of Iran in the aforementioned research.

1.2. Description of the investigated area

For the purpose of evaluating the potential of onshore wind, a
meteorological mast was installed in an onshore location along
the Gulf of Oman with geographical characteristics of longi-
tude: 25° 41′ 7.7274′′ and latitude: 58° 6′ 34.488′′. This mast has
recorded thewind data for the studied site during one year from
2012 to 2013 (SUNA 2015). The position of the studied region is
demonstrated in Figure 2 (Google Earth 2015).

2. Material andmethods

2.1. The proposedWRA tool

In this study, for the purpose of analysing thewind data and per-
forming an adequate WRA, the WindographerTM modelling tool
is utilised. The WindographerTM was first introduced and devel-
oped by Mistaya Engineering in 2006 but is now owned by AWS
TruePower.

Figure 3 demonstrates the proposed flowchart ofWRA frame-
work using WindographerTM, which is proposed in this study.
In the first part, the raw wind data are extracted from the
meteorological mast and then these data are imported to
the WindographerTM. In the ‘Visualising’ part, a wide range of
options can be provided to allow us to explore and understand
the wind data in a clear way. In the next step, we can config-
ure the wind data or change them by applying scaling factors,
shifting some or all of the data in time, deleting segments of
data, filling gaps, or extrapolating vertically (using power law or
logarithmic law). Quality control is the filtering capability which
can help us to find and filter out problem data segments. By
running the analysis, we were able to explore the intricacies
of wind shear, turbulence intensity, tower distortion, extreme
winds, wind turbine output and more. In the last step, by taking
into account the obtained results in the previous steps, a com-
prehensive evaluation of WRA for an investigated region can be
accomplished (WindographerTM 2015).
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Figure 2. Position of the studied onshore area along the Gulf of Oman.

Figure 3. The proposed flowchart of WRA framework using WindographerTM.

2.2. Numerical methods for determining theWeibull
parameters

In order to perform a precise WRA for an investigated loca-
tion, the statistical analysis is the best solution for predicting
the distribution of wind speed. Common distribution functions
for analysing the wind data are Weibull, Rayleigh, Log-normal
and Logistic. The experimental research has demonstrated that
the Weibull distribution is the best method for assessing the
wind resource of a given region, with an acceptable accuracy
level. The Weibull distribution function is named after Waloddi
Weibull in 1951 and has widely been used for characterising
wind regimes. The function can be described as a probability
density function f (U) and a cumulative distribution function F
(U), determined by the following equations (Biglari et al. 2013;

Fazelpour et al. 2015):

f (U) = k

c

(
U

c

)k−1

exp

[
−
(
U

c

)k
]
, (1)

F(U) = 1 − exp

[
−
(
U

c

)k
]
. (2)

In the aboveequations,U is thewind speedvalue, c is theWeibull
scale parameter and k is the dimensionless Weibull shape
parameter. In this study, three numerical methods are used to
determine and estimate the Weibull parameters c and k:

(1) Maximum likelihood method (MLM)
(2) Least squares algorithm (LSA) (graphical method)
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(3) Method of moments (MM) (WAsP international model also
uses the method of moment for Weibull fitting)

In the following, a brief description of eachmethod has been
addressed. Then in Section 3, a comparison of each method has
been presented.

2.2.1. Maximum likelihoodmethod
According toSeguro (SeguroandLambert 2000), theMLM is sug-
gested for utilisation with time series wind data. The maximum
likelihoodestimationmethod is a relatively complicatedmethod
since it requires extensive numerical iterations for determin-
ing the Weibull parameters. This method employs the following
equation to calculate the Weibull k parameter in an iterative
method (Seguro and Lambert 2000):

k =
[∑N

i=1 U
k
i ln(Ui)∑N

i=1 U
k
i

−
∑N

i=1 ln(Ui)

N

]−1

, (3)

where Ui is the wind speed in time step i and N is the number
of time steps. Once the shape parameter k has been found, the
following equation estimates the value of the scale parameter c:

c =
(∑N

i=1 U
k
i

N

)1/k

. (4)

2.2.2. Least squares algorithm
The LSA or graphical method can be obtained by a double log-
arithmic transformation of the cumulative distribution function.
In this distributionmethod, thewind speeddata are interpolated
by a straight line, using the concept of least squares. The follow-
ingequation represents thegraphicalmethod (Costa Rochaet al.
2012):

ln
{
ln
[

1
(1 − F(U))

]}
= k × ln(U) − k × ln(c). (5)

The above equation is in the general slope-intercept form:
y = mx+ b. So, if we were to plot ln (U) on the x-axis and ln
{ln[1/(1−F(U))]} on the y-axis, we would expect a straight line
with slope equal to k and intercept equal to −k × ln (c).

Accordingly, to determine the best-fit Weibull distribution
based on the LSA, ln (U) and ln {ln[1/(1−F(U))]} are estimated
for every data point; afterwards those values are put into a lin-
ear least squares solver to determine the slope and intercept of
the line of best fit. At last, k is set equal to the slope of that line,
and c equal to exp (−intercept/slope).

2.2.3. Method ofmoments
MM is one of the methods employed for calculating the values
of c and k, which is based on numerical iteration. This method
is also suggested as an alternative for the MLM. By employing
this algorithm, the Weibull k parameter can be calculated by
Equation (5) (Chang 2011):

σ = c

[
�

(
1 + 2

k

)
− �2

(
1 + 1

k

)]1/2
. (6)

Once the shape parameter k is estimated, the following
equation gives the value of the scale parameter c:

c = Ū

�
(
1 + 1

k

) , (7)

whereU is thewind speedvalueand Ū is the averagewind speed,
which can be calculated according to Equation (7):

Ū = 1
n

n∑
i=1

Ui. (8)

The variance, σ 2, of wind velocity recordings is:

σ 2 = 1
n − 1

n∑
i=1

(Ui − Ū)
2
. (9)

Average wind speed and the variance of wind velocity could
be estimated based on the values of the Weibull parameters as
described below:

Ū = c�

(
1 + 1

k

)
, (10)

σ 2 = c2
[
�

(
1 + 2

k

)
− �2

(
1 + 1

k

)]
. (11)

And the gamma function of (x) (standard formula) can be
estimated as follows:

�(x) =
∫ ∞

0
e−uux−1du. (12)

2.3. Evaluation of the investigatedmethods for
calculating theWeibull coefficients

For thepurposeof assessing theperformanceof the investigated
distributions, the mean root-square error (RMSE) parameter as
well as the R Squared (R2) were employed (WindographerTM

2015).
The RMSE parameter provides the deviation between the

forecasted and the theoretical values; it must be as close to
zero as possible, and it is estimated according to the following
equation:

RMSE =
√∑N

i=1 (yi − xi)2

N
, (13)

where yi are the actual values of y, and xi are the values com-
puted from the correlation equation for the same value of x. The
smaller the values of RMSE are, the better the curve fits. Basically,
RMSE should approach zero values.

R2 shows the performance of a studied model and is used
to describe how well a regression line fits a set of data. R2 is
observed as a number between 0 and 1.0. An R2 close to 1.0
implies that a regression line fits the data very well. So, in this
study, R2 is employed as a goodness of fit parameter, which
shows how closely the fitted Weibull distribution matches the
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frequency histogram of the actual data. R2 can be estimated as:

R2 =
∑N

i=1 (yi − z∗)2 −∑N
i=1 (xi − yi)2∑N

i=1 (yi − z∗)2
, (14)

where yi is the ith experimental data, z* is the mean value of the
experimental data, xi is the ith predicted data with the Weibull
distribution and N is the number of observations.

2.4. Modelling tool for analysis of the studiedmethods

For the purpose of applying the three aforementioned models
(MLM, LSA andMM) to the wind data of the investigated region,
the wind distribution analysis module of WindographerTM soft-
ware was employed. This module uses Equations (1)–(14) to
analyse the wind data by using the three mentioned models. As
an example for the MLM algorithm, by having the mean wind
speed in time step i (Ui) and the number of time steps (N), Equa-
tions (3) and (4) are used to estimate the k and c values of the
Weibull function. Accordingly, these values for the two other
models, that is, LSA and MM, can be estimated based on the
next equations. In addition to the k and c values calculated for
each method, Equations (13) and (14) are used to calculate the
RMSE and R2 (the goodness-of-fit parameters) to indicate how
closely the fittedWeibull distributionmatches the frequency his-
togram of themeasuredwind data, making it possible to quickly
determine the best method with the highest accuracy.

2.5. Wind power density

The power of the wind that flows at speed U through a blade
sweep area A increases with the cube of the wind speed and the
area, which is (Nedaei et al. 2016):

P

A
= 1

2
ρU3, (15)

where ρ is the air density. Wind power density (WPD), expressed
in Watt per square metre (W/m2), considers the frequency dis-
tribution of the wind speed and the reliance of wind power on
air density and the cube of the wind speed. Thus, WPD is usually
assumed as a better indicator of the wind energy resource than
wind speed values alone. ThemeanWPDcanbe estimated using
the following equation (Nedaei 2014):(

P

A

)
avg

= 1
2n

n∑
i=1

ρ(U3
i ). (16)

In the above equation, Ui is the calculated wind speed in the
time interval of 10min and N is the total sample data used for
each year (Keyhani et al. 2010).

Additionally, estimation of the WPD based on the Weibull
distribution function can be fulfilled according to the following
equation (Keyhani et al. 2010):(

P

A

)
Weibull

=
∫ ∞

0

1
2
ρU3f (U)dU = 1

2
ρc3�

(
k + 3
k

)
. (17)

2.6. Turbulence intensity

Wind turbulence intensity – which is the set of random and con-
tinuously changing air motions – is considered as one of the

primary featuresof awind farm.Wind turbulence canhaveaneg-
ative effect on the power performance of a wind turbine; it can
also cause extreme loading on the wind turbine components.
According to Equation (24), the wind turbulence intensity can
be defined as the ratio of standard deviation σ to themeanwind
speed U (Ahmed 2011):

TI = σ

U
, (18)

where σ is the standard deviation of wind speed within each
time step, U is the mean wind speed and TI is the turbulence
intensity which is expressed as a fraction.

2.6.1. Calculating the turbulence intensity for different
direction sectors

In Figure 4, the annual average turbulence intensity at 40m
height is calculated for different direction sectors using thewind
direction sensor of 37.5m. It can be observed that themean tur-
bulence intensity values are more considerable for northwest
and southeast direction sectors. As can be seen, the maximum
values of mean turbulence intensity are shown for both north-
west and southeast with a value of almost 0.18.

Thenext figure (Figure 5) shows thepeak valuesof turbulence
intensity at 40m height (using the direction sensor of 37.5m)
for the studied site. As can be seen, the maximum peak values
occurred in the direction sectors of 292.5° and 225° with a value
of approximately 3.3.

2.7. Surface roughness

The surface roughness (sometimes called surface roughness
length or just roughness length) is defined as an effective
height above the surface where wind speed reduces to zero.
It is a parameter in the logarithmic law, which states that the
wind speed varies logarithmically with the height above ground

Figure 4. The annual average wind turbulence intensity for different direction
sectors.
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Figure 5. The peak values of wind turbulence intensity for different direction
sectors.

according to the following equation (Gualtieri 2015):

U(z) =
⎧⎨
⎩
U∗

k
ln
(

z

z0

)
, if z < z0

0, if z < z0
, (19)

where U (z) is thewind speed [m/s] at someheight aboveground
z [m], U* is the friction velocity [m/s], k is von Karman’s constant
(0.4), z0 is the surface roughness [m], ln is the natural logarithm.

2.7.1. Calculation procedure for the surface roughness
For data sets that contain wind speed data for two or more
heights above ground, the surface roughness value that best fits
the measured vertical wind speed profile can be obtained. We
can use a linear LSA to fit the logarithmic profile to themeasured
wind speeddata. Using the rule ln (1/x) = −ln (x), we can rewrite
the logarithmic law as follows (Jain 2010):

U(z) = U∗

k
ln(z) − U∗

k
ln(z0). (20)

This equation is now in the general slope-intercept form:
y = mx+ b. A plot of wind speed versus the logarithm of height
would therefore produce a straight line with:

Slope = U∗

k
. (21)

The linear least squares regression can be employed to find
the line of best fit for this function, and then the surface rough-
ness can be estimated using the following equation:

z0 = exp
(

− intercept
Slope

)
, (22)

The graph in Figure 6 shows the effect of the surface rough-
ness on the wind shear profile of the studied site predicted by
the logarithmic law. It is worthy to note that wind shear demon-
strates the rate at which wind speed changes with height. It is
generally influenced by the surface roughness.

Figure 6. The effect of the surface roughness on the wind shear profile of the
studied site.

As canbe seen in Figure 6, each lineon thegraph corresponds
to a different value of surface roughness. Clearly surface rough-
ness (Z0) is ranged from a minimum of 0.00777m in July to a
maximum of 0.361m in December. It can also be realised that,
for example, at a height of 50m, the lowest mean wind speed
occurred in Jan with a value of 3.5m/s, while the highest mean
wind speed occurred in Jun with a value of 5.25m/s.

2.7.2. Estimating the roughness of the ground at different
directions

The surface roughness of the ground based on the wind speed
and direction is demonstrated in Figure 7. The calculations are
made on the basis of the wind data from the direction sensor of
37.5m and wind speed sensor of 40m. According to Figure 7,
it can be concluded that there seem to be more ground obsta-
cles from the west and northwest (from the direction sector of
270° to 330°) because of the higher values of surface roughness
in these sectors, while the lower values of surface roughness are
observed for the east and northeast (from the direction sector of
60° to 90°). It is clear that in the west of the mast location, the
amount of the surface roughness can reach its maximum value
(1.20m), while other direction sectors did not experience signif-
icant values of surface roughness. Maximum surface roughness
values are observed in the west direction from 270° to 330°. The
violet colour in the graph indicates the minimum values of sur-
face roughness ranging from 0 to 0.12m. Another issue that can
be inferred from Figure 7 is the demonstration of wind speed
scales with respect to the surface roughness values in different
directions. In fact is, this shows the relation betweenwind speed
values at 40mheight as well as surface roughness of the studied
site at different direction sectors. Bywayof an example, as canbe
seen in Figure 7, in the direction sector of 150°, when the surface
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Figure 7. The surface roughness of the ground based on the direction.

roughness ranges from 0 to 0.12m, thewind speed values range
from 0 to 11m/s.

2.7.3. Estimating the wind speed at different heights
In the field of WRA, two common methods, power law as well
as logarithmic law, are widely used for the purpose of wind
speedprediction at higher elevations. Experimental researchhas
demonstrated that, in the low parts of the planetary bound-
ary layer, for example, heights lower than 20m, the logarithmic
method seems to provide more accurate results. As height goes
up from 20 to 100m, both methods would become reliable. On
the other hand, from 100m to near the top of the atmospheric
boundary layer the power law produces more precise predic-
tions of mean wind speed (Assareh et al., forthcoming; Cook
1986).

In this study, for the purpose of calculating the wind speed
values at a 15m height, the log law method is utilised. This
methodemploys theproceduredescribed in Equations (19)–(22)
in order to estimate thewind speed at higher heights. The results
of the predictions are shown in Section 3.4.

2.8. Wind turbine energy production

If we consider f (U) as wind speed probability distribution func-
tion, and Pw (U) as the wind turbine power curve, it is possible
to calculate the average wind turbine power (PW ) as follows
(Mirhosseini, Sharifi, and Sedaghat 2011):

PW =
∫ ∞

0
Pw(U)f (U)dU. (23)

So, with a summation over NB (total sample data used for
each year), the following equation can be used to estimate the
average wind turbine power:

PW =
NB∑
i=1

1
2
(Ui+1 − Ui)(f (Ui+1)Pw(Ui+1) + f (Ui)Pw(Ui)). (24)

Therefore, by using the above equation for the average wind
turbine power, the annual wind power harnessed from the tur-
bine can be estimated as follows:

EW = PW × N × �t, (25)

where N is the number of measurement periods (�t).

2.9. Economic analysis

If we consider CI as the preliminary capital cost of the wind tur-
bine and COM as the operation and maintenance cost including
salary, insurance, tax, rent and salvage value, the COM can be
described as a percentage (m) of CI (Mostafaeipour et al. 2011):

COM = mCI. (26)

By considering PR as the potential (theoretical) energy out-
put of the turbine, and CF as the capacity factor, we can then
calculate the actual energy output (EI) of the turbine in a year as
follows:

EI = 8760 × PR × CF. (27)

Capacity factor (CF), which is a dimensionless quantity, is
defined as an indicator of the generated electricity per kW of
installed capacity (kWh/kW) per year. It mainly depends on the
wind speed distribution and the design of the wind turbine.
Using the CF, the unit cost of electricity can be estimated as
follows (Kandpal and Grag 2003):

UCE = CI(CRF + m)

8760(PR)(CF)
. (28)

In the above equation, CRF is the capital recovery factor and
can be described as (Abam and Ohunakin 2015):

CRF = d(1 + d)t

(1 + d)t − 1
, (29)

where d is the annual interest rate and t is the useful life of the
system (Ataei et al. 2015b).

3. Results and discussion

Wind data were extracted from a data logger located in the
studied site and have been statistically analysed to evaluate the
potential of the onshore wind in the investigated area. The data
logger used has three sensors of velocity at 10, 30 and 40m
heights and also two sensors of direction at 30 and 37.5m. The
wind sensor type is ‘P2546A-OPR’ designed by a Danish com-
pany (WINDSENSOR 2015). Wind data were measured with the
time interval of 10min from 1.07.2007 to 25.07.2008 by a data
logger type ‘METEO-40S’ manufactured by a German company
(Ammonit Measurement GmbH 2015). The logging interval –
which is the period of time over which measurements are taken
by the sensors – is considered to be 10min. In addition, the
installed mounting structure and wind mast type is WMI Type
3, which is ideal for long-termWRA for a specific site (WMI 2015).
The solidity rate for this mast is estimated to be 0.25. Further-
more, we sampled the wind data at 1Hz, one sample every sec-
ond. Table 1 briefly describes the information concerning wind
mast and wind sensor characteristics.
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Table 1. Wind mast and wind sensor characteristics.

Characteristics Value/model (type)

Wind data recovery rate 96%
Wind data sampling rate 1 Hz
Wind mast type WMI Type 3
Wind sensor type (cup anemometer) P2546A-OPR
Wind vane Theodor Friedrichs & CO (2016)
Wind data logger model METEO-40S – Ammonit
Logging interval of data logger 10min
Number of all recorded data points 1,102,320

It can be seen in Table 1 that the percentage of wind data
recovery rate for three heights of 10, 30 and 40m is 96%. The
following equation is used to calculate the data recovery rate:

Data recovery rate = Nvalid

Npossible
.100%, (30)

where Nvalid is the number of valid data points in the time inter-
val (invalid data points are those missing wind data); Npossible is
the possible number of data points in the time interval.

In this study among all 1,102,320 data points, 881,856 data
points are related to the wind data (wind speed and direction at
different heights) and the rest of thedatapoints are for humidity,
solar radiation, temperature and air density.

3.1. Wind speed distribution of the onshore investigated
area

By employing the three numerical methods, that is, maximum
likelihood, least squares andWAsP (MM), the graphical result for
Weibull distribution of wind speed is presented in Figures 8–10
for three heights of 10, 30 and 40m. The graphical results show
that by increasing the height, there would be more compati-
bility between the actual wind data and the three investigated
numerical methods. It is clear that these three methods have
relatively suitable compatibility with the actual wind data. How-
ever, for precise evaluation of these three numerical methods,
it is necessary to compare each of them by performing an error
analysis.

Figure 8. Wind speeddistribution for the studied site using three numericalmeth-
ods at 10m.

Figure 9. Wind speeddistribution for the studied site using three numericalmeth-
ods at 30m.

Figure 10. Wind speed distribution for the studied site using three numerical
methods at 40m.

Table 2. Performance evaluation of three numerical methods for obtaining
Weibull parameters in the investigated area at three heights of 10, 30 and 40m.

Algorithm Height (m) Weibull k Weibull c (m/s) R2 RMSE

MLM –
10 1.639 3.632 0.9788 0.0091
30 1.826 4.451 0.9906 0.0058
40 1.639 4.753 0.9919 0.0043

Least squares –
10 1.680 3.658 0.9772 0.0101
30 1.886 4.457 0.9876 0.0083
40 1.843 4.489 0.9907 0.0056

WAsP –
10 1.526 3.546 0.9625 0.0122
30 1.791 4.489 0.9840 0.0089
40 1.787 4.781 0.9881 0.0073

In Table 2, performance evaluation of the three aforemen-
tionednumericalmethods, for obtaining theWeibull coefficients
(c and k) in the investigated area, has been performed. For this
purpose, two error evaluators, that is, R2 as well as RMSE, are
utilised to assess the performance of the three studied models.
According to these evaluators, a method better approximates



INTERNATIONAL JOURNAL OF AMBIENT ENERGY 9

the actual data when the values of RMSE are close to zero, and
the values ofR2 approachunity. By inspecting the tabular results,
it can be concluded that even though the difference between
the aforementioned methods is relatively small, in all cases, the
MLM as well as the graphical method (least squares) appeared
to represent the actual data better. As can be seen in Table 2,
Weibull coefficients with the lowest error rate (R2 > 0.9900 and
RMSE < 0.0060) have beenhighlightedwith yellow colour. Gen-
erally, it has been demonstrated that in the investigated area, at
all three heights, MLM in comparison with other methods gives
the highest values of R2 and the lowest values of RMSE. There-
fore, in the next parts of this study, the MLMwas selected as the
accurate statistical distribution to model the wind speed of the
studied location.

One of the interesting findings of this research is that by
inspecting the graphical and tabular results (Figures 8–10 and
Table 2) it can be realised that by increasing the height, three
mentioned models would have a better compatibility with the
actual wind data, while at lower heights the errors becomemore
significant. According to a new research published by Elsevier
(Nedaei, Assareh, and Biglari 2014) it has been demonstrated
that the turbulence intensity of thewind (TI) aswell as the rough-
ness of the ground (surface roughness) can effectively influence
the compatibility of the wind data with Weibull distribution
function. These two key parameters (TI and the surface rough-
ness) for the studied site were estimated by using themethodol-
ogy described in Sections 2.5 and 2.6. According to the graphical
evaluation of TI provided in Figures 11–13 for three heights
of 10, 30 and 40m, the maximum values of turbulence inten-
sity estimated for each height varies from 4.70 at 30m height
(Figure 12) and 3.80 at 10m height (Figure 11) to 3.30 at 40m
height (Figure 13). In addition, the average maximum values of
the turbulence intensity are estimated as 0.2 for 10m height,
0.16 for 30m height and 0.14 for 40m height. Therefore, it is evi-
dent that height above ground level in the studied area has less
effect on the value of wind turbulence intensity. Additionally, it
can be realised that the TI values at 10, 30 and 40m heights are
not very considerable.

On the other hand, the surface roughness of the studied loca-
tion was estimated to be 0.08m. Accordingly, the roughness
class obtained was 1.91. Nedaei, Assareh, and Biglari (2014)

Figure 11. Monthly analysis of TI for the investigated area at 10m height.

Figure 12. Monthly analysis of TI for the investigated area at 30m height.

Figure 13. Monthly analysis of TI for the investigated area at 40m height.

developed a classification of terrain characterised by roughness
class. According to this classification, it can be realised that our
investigated location is characterised as an agricultural landwith
some houses and at least 8-m tall sheltering hedgerows. Accord-
ing to meteorological information obtained from SUNA organi-
sation database (SUNA 2015), the current analytical results for
surface roughness in the studied site are also compatible with
the observed in-situ surface roughness.

3.2. Wind speed characteristics

As itwas explained in theprevious section (Section 3.1), theMLM
was found to be the best algorithm in the studied site for mod-
elling thewind speed characteristics. So, byusing thismethod, in
this section, an analysis ofmonthly as well as diurnal wind speed
profile, cumulative distribution of wind speed, wind direction
and WPD has been performed.

Monthly averagewind speed profile for the investigated area
at different heights is demonstrated in Figure 14. As it can be
seen, at 40m height, for seven months of the year, from Febru-
ary to August, the mean wind speed is more than 4m/s. Out
of these seven months, two months (April and June) have the
average wind speed of more than 5m/s. So, these two months
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Figure 14. Monthly average wind speed profile in the investigated area.

Figure 15. Diurnal wind speed profile in the investigated area.

aremore suitable for wind power production compared to other
months of the year. Themaximummeanwind speed occurred in
June with a value of 5.20m/s. In themonths of January, Septem-
ber, October, November and December the mean wind speed
ranged from 3.38m/s (minimumwind speed all over the year) in
January to 3.95m/s in September. Therefore, these months are
not suitable for harnessing the wind power. The average wind
speed for the whole of the year in the studied site is estimated
to be 4.3m/s.

Additionally, diurnal wind speed profile is demonstrated in
Figure 15. This figure shows hours of day with suitable wind
speed all over the year. As it can be observed, in the studied site,
best wind speed values happen during the afternoon (almost
from 12 pm to 6 pm).

The wind direction plays an important role in the optimum
positioning of a wind farm in an investigated region. In this
study, monthly and hourly wind direction diagrams are pre-
sented in Figures 16 and 17. As can be seen in Figure 16, the
prevailingwinddirection in themonths of February,March, April
andMay ismostly from thewest, while the dominantwind direc-
tion for the months of June, July and August is mostly from the
southeast. In fact, one of the findings of this research is that
according to Figure 16, in different months of the year, there
are a wide variety of dominant wind directions. For example in

January, the prevailing wind direction is from northeast, while
the dominant wind direction in February is from the west. This
shows that apparently in the studied onshore location in the
south of Iran, the prevailing wind direction is always changing.
Additionally Figure 17 demonstrates that from 12 am to 10 am,
the direction of thewind ismostly from the east. At 8 am the pre-
vailing wind direction starts to divert. Furthermore, from 12 pm
to 8 pm, the dominant wind direction is mostly from the west.
In addition to the monthly and hourly diagrams of wind direc-
tion for the studied site, the annual wind rose (Figure 18) is also
presented which shows the average direction of the wind for 12
months at a 37.5-m height in the investigated area. According to
this figure, it can be concluded that the predominantwinddirec-
tion is mostly from both the west and the east (but in general it
can be inferred that wind blows not just from the east and west
but also from all directions).

Figure 19 illustrates the cumulative distribution of wind
speedat threeheights. It demonstrates the time fractionorprob-
ability that the wind speed is greater than or equal to a specified
wind speed value. It can be understood that the wind speed at
10, 30 and 40m heights is greater than 3.5m/s for 38%, 55% and
58%of the time. The 3.5m/s is an important limit since this is the
cut-in speed of many small wind turbines.

Determining the average wind speed in a studied site is not
the final step to evaluate the accessible wind potential in the
proposed site. Accordingly, the WPD is a crucial parameter for
providing the information about selecting an appropriate site
and also estimating the immediate wind power classification of
that site. For this main reason, the existing WPD in the stud-
ied site has been estimated. In Figure 20, the monthly wind
power densities at three heights are determined by the mea-
sured data. The WPD at 40m height ranged from a minimum
of almost 45W/m2 in January (and December) to a maximum
of 238.5W/m2 in the middle of June. Furthermore, WPD val-
ues of more than 200W/m2 at heights of 30 and 10m have not
been observed. Additionally the average wind power densities
at heights of 10, 30 and 40m are estimated to be 48, 79 and
101W/m2, respectively. According to the world classification of
wind power described in Ahmed (2011), it became clear that the
wind power class for the investigated onshore area is 1 which is
considered ‘poor’.

In order to determine the direction of wind with the highest
net energy production, theWPD forwind speed sensor of 40m is
calculated for each time step. Then the values are sorted by the
direction sensor of 37.5m and finally the total net energy avail-
able for the noted direction sensor is estimated over the entire
period of the wind data set. As a result, Figure 21 is outlined
which demonstrates the portion of the total wind energy com-
ing from each direction sector. The figure shows that about 23%
of the total amount of energy in the wind comes from the west
direction, with another 16% coming from the southwest direc-
tion (direction sector of 247.5°) and about 20% coming from two
east sectors (from 67.5° to 90°).

3.3. The see breeze effect

In coastal regions, sea and land breezes can have a significant
effect on wind speed and direction. According to Figure 22, the
sea breeze is described as a breeze that blows from the sea
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Figure 16. Monthly wind speed direction at 37.5m.

Figure 17. Hourly wind speed direction at 37.5m.
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Figure 18. Annual wind direction in the studied site at a height of 37.5m.

Figure 19. Cumulative distribution of wind speed in the studied area at different
heights.

Figure 20. Monthly WPD at three heights.

towards the land, while the land breeze occurs when the land’s
night-time temperature is less than the sea surface temperature
and it is most common in winter and fall seasons (NOAA 2016).
The sea breeze, which most often occurs in the warmer months
of the year, would be stronger if the temperature difference

Figure 21. The Proportion of net wind power according to the direction sector.

Figure 22. The sea and land breeze circulation.

between the land and the sea becomes significant (Ackerman
2006; NWS 2010). Experimental research has demonstrated that
the sea and land breeze circulation has been a permanent fea-
ture of the Persian Gulf climate. However, its dimensions altered
seasonally anddiurnally (Zhu andAtkinson 2004). As canbe seen
on the map (Figure 2), the Persian Gulf and the Gulf of Oman
are closely connected to each other. Careful examination of the
hourly wind roses (in Figure 17) shows that the studied site is
surely under the sea and land breeze circulation effect. As it is
clear, from night to daytime, wind direction changes reversely.
In addition, the monthly diagram of wind speed (Figure 14) and
the seasonal production of wind power (Table 4) clearly indicate
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that in summer, theeffect of seabreeze in the studied site ismore
extensive than in winter.

3.4. Wind turbine energy production

In this part of the study, the energy productions of different
small wind turbineswere determined. Thepower curves of these
wind turbines are depicted in Figure 23. All of the proposed
wind turbines have stall control except the two studied Bergey
wind turbines, which have pitch control. A hub-height of 15m
for all the proposed wind turbines was considered. Further-
more, the overall loss factor for all the studied wind turbines
was considered to be 17.7% (Nedaei, Assareh, and Biglari 2014).
Additionally by using the log law method which is described in
Section 2.7.3 of this paper, thewind speed value at 15mwas esti-
mated to be 3.52m/s. The results of the energy production in
Table 3 indicate that ‘Proven 15’ has the highest energy produc-
tion of 20,096 kWh/yr and the highest capacity factor of 15.27%.
In general, the capacity factor of the studied wind turbines in
the investigated region ranged from 5.96% to 15.27%, while the
energy production ranged from 673 to 20,096 kWh/yr. More-
over, it is assumed that the energy production for all studied
wind turbines (in Table 3) is estimated for the same investigated
geographical position.

Figure 23. Power curve of different small wind turbines used in this research.

Table 3. Details of the selected wind turbines as well as their energy production
(kWh/yr) and capacity factor (CF) in the investigated region.

Turbine name
Rated power

(kW)
Rotor

diameter (m)

Energy
production
(kWh/yr)

Capacity
factor (%)

Proven 15 15 9 20,096 15.27
Raum 1.3 1.3 2.9 966 8.48
Enair 70 3.5 4.1 2392 7.80
Bergey XL.1 1 2.5 673 7.69
Proven 6 6 5.5 3489 6.64
Bergey Excel-R 7.5 6.7 4129 6.28
Raum 3.5 3.5 4 1826 5.96

Table 4. Seasonal production of a selected wind turbine (Proven 15).

Seasons Average energy production (kWh)

Spring 2051.41
Summer 2141.42
Autumn 1654.66
Winter 1137.77

In addition, the seasonal production of wind energy for one
of the selected wind turbines with the highest CF, ‘Proven 15’, is
demonstrated in Table 4. It can be realised that themean energy
output in the warm seasons of the year is substantially more
than the energy production in the cold seasons. It is evident that
in the studied site, as the weather becomes colder, the energy
production decreases considerably.

3.5. Economic evaluation of installing a selected small
wind turbine in the studied area

In this study as it was elaborated in the previous section, most of
the selected small wind turbines have a low calculated capacity
factor (CF) and energy production due to poor wind potential of
the studied region. The highest CF was observed for the wind
turbine ‘Proven 15’ with the value of 15.27%. So this turbine
was selected for an economic analysis in the studied region.
For this purpose, Equations (28)–(31) are used to determine the
cost of electricity in the studied region. The cost of a 15 kW
Provenwind turbine is estimated tobe$80,000 (Nedaei, Assareh,
and Biglari 2014). Additionally we assume that other initial costs
including installation, transportation, custom fee and grid inte-
gration are 40% of the turbine cost. Annual operation andmain-
tenance costsplus the land rent amount to6%of the turbine cost
(Nedaei, Assareh, and Biglari 2014). The total installation cost of
the wind turbine with 15m hub-height is as follows:

80, 000 × 40
100

= $32, 000. (31)

So, the total initial investment for the project is 80,000+
32,000 = $112,000. The useful life of the system is assumed to
be 20 years. Additionally the recent interest rate in Iran is con-
sidered to be 20% (Al-Monitor 2016). Thus, the capital recovery
factor would be as follows:

CRF = 0.20(1.2)20

(1.2)20 − 1
= 0.205. (32)

Therefore, the cost of 1 kWh of electricity would be:

UCE = (112, 000)(0.205 + 0.06)
(8760)(15)(0.1527)

= $1.479/kWh. (33)

Based on a new research published by Elsevier (Fazelpour
et al. 2015), currently wind farm owners in different locations of
Iran such as Manjil and Binalood are selling electricity at the tar-
iff rate of 0.18 $/kWh to the government. According to the above
calculations (Equations (33)–(35)), it costs $1.479 for 1 kWh in the
onshore investigated areawhich is $1.299more than themarket
price. It became clear that both technically and economically the
investigated area currently does not have sufficient wind power
for electrical production. However, generally, it cannot be said
that the studied area is not an appropriate place for harnessing
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thewindenergy. This areamayhaveenoughpower for non-grid-
connectedmechanical applications, such as wind generators for
water pumping. Additionally, the currentworkwas a preliminary
study for investigating the wind resource of southern onshore
locations in Iran. Hence, we aim to continue the current research
by focusing on the following issues:

(1) Installation of more meteorological masts in the southern
onshore locations of Iran in order to evaluate the wind
potential and direction for these regions. Accordingly it
would be easier for policy-makers and planners to decide
whether or not the southern onshore parts of Iran have
enough wind potential for construction of onshore wind
farms.

(2) Evaluation ofwater pumping potential in the studied site by
using appropriate andmodern wind turbines which require
lower start-up wind speed would be one of the other chal-
lenges concerning the wind power utilisation in the investi-
gated area.

4. Conclusion

The aim of this study was to evaluate the potential of onshore
wind in the southof Iran along theGulf ofOman. Inorder to spec-
ify the potential ofwind in the investigated area, three numerical
methods for estimating the Weibull parameters, that is, MLM,
LSA (graphical method) and MM, have been compared to each
other. It became clear that among all studied methods, MLM
appeared to be the best algorithm for estimating the Weibull
parameters (c and k). Therefore, this method was employed to
evaluate and estimate the distribution of wind speed, WPD and
wind turbine energy production. Furthermore, the monthly as
well as diurnal wind speed profile, turbulence intensity, surface
roughness, wind direction and other wind speed characteristics
were evaluated. Analysis of the surface roughness showed that
themaximumsurface roughness values are observed in thewest
direction from 270° to 330°. In addition, according to evalua-
tion of TI, it is shown that the maximum peak values occurred in
the direction sectors of 292.5° and 225° with a value of approx-
imately 3.3. Moreover, the techno-economic evaluation of dif-
ferent small wind turbines showed that among all studied wind
turbines, ‘Proven 15’ has the highest capacity factor (14.45%)
and energy production (19,839 kWh/yr). According to the sea-
sonal analysis of energy production, it became clear that in the
warmermonths of the year, the wind turbine energy production
increases substantially.

The final results indicate that although the wind potential
of the studied area is weak, it does not mean that it cannot
be utilised. Nowadays luckily different research organisations
around theworld are trying to design newwind turbines towork
in wind speeds as low as even 0.5mph. Some of these wind
turbines have been entered into the production process (Delft
University 2014;WindPowerAuthority 2015). On theother hand,
non-grid-connectedmechanical applications, such as wind gen-
erators for water pumping may also be suitable alternatives
for poor wind conditions (Keyhani et al. 2010; Mostafaeipour
et al. 2011). However, for the case of the investigated site, more
research on this issue is required.

Accordingly, future work and research should be focused on
the following issues and tasks:

(1) Installation of moremeteorological masts along the Persian
Gulf as well as the Gulf of Oman for precise assessment of
onshore wind resources in the southern locations of Iran.
Additionally, this methodology will be extended to evalu-
ate all onshore locations of Iran including onshore regions
of the Caspian Sea.

(2) Evaluation of water pumping potential by using appropri-
ate andmodern wind turbines which require lower start-up
wind speed values.

(3) In order to precisely investigate the onshore wind power
potential in the Gulf of Oman, assessing the sea and land
breeze potential and evaluating the effect of sea breeze on
wind regimes of coastal areas in Gulf of Oman are important
aspects of WRA that must be carried out.
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