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Abstract: Bio-inspired Network on Chip (NoC) fault tolerant techniques are a novel way of solving the complex 
faulty situation in NoC. The excessive and parallel communication requirements of heterogeneous Processing 
Elements (PE’s) in NoC have made the communication structure very complex. The size of the devices are scaled 
down to support the complexity but the size of interconnects remains the same. Due to this interconnects have 
contributed to faults. Different fault tolerant techniques have been proposed. But all these conventional algorithms 
have drawbacks of adaptiveness and robustness. The proposed synaptogensis based bio-inspired technique is based 
on one of the characteristics of biological brain. This technique is robust as it makes the NoC fault-tolerant and able 
to reconfigure upon detection of router or interconnect faults. In this study, two techniques based on synaptogensis 
algorithm have been critically analyzed. In improved algorithm, the packet network latency was reduced to 34.62%, 
bandwidth was efficiently utilized by 5.03% and throughput was increased by 36.36%. The bio-inspired algorithm 
has better accepted traffic rate as compared to the traditional fault tolerant technique. 
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INTRODUCTION 
 

Bio-inspired solutions are playing a vital role in 
solving the complex and difficult engineering world 
problems. In order to adopt the biological concept to the 
engineering world, three things should be considered: 
 
 Identification of engineering concepts which are 

similar to the nature. 
 Whether it is realistic to implement the biological 

concept. 
 How it will be modeled and transformed into the 

engineering scenario.  
 

The various dynamic characteristics of biological 
world such as adaptiveness, robustness, learning 
abilities, effective management of the resources, self-
organizing, self-healing and self-optimizing capabilities 
have always attracted the scientists and researchers to 
model them in there engineering systems (Dressler and 
Akan, 2010). 

The communication requirements of the devices 
are increasing day by day as more heterogeneous 
devices are added on the Network on Chip (NoC) as 
shown in Fig. 1. Due to parallel and excessive 
communication between Processing Elements (PEs) 
and due to the size of interconnects various faults 

occurs. Permanent and temporary faults are two major 
types of faults in NoC. The fault tolerance is very 
important concept nowadays to overcome the 
temporary faults. Routing algorithms are used to avoid 
the temporary faults while permanent faults can only be 
removed by the redundant hardware (Chang et al., 
2011; Lehtonen et al., 2010; Koibuchi et al., 2008). To 
overcome the faults various fault tolerant techniques 
have been proposed in the literature. They all have the 
drawbacks.  

To overcome the drawbacks of the techniques 
(Pasricha and Zou, 2011) a biological concept 
“synaptogenesis” is implement in NoC. This technique 
has the ability to self-adapt when some neurons get 
damage in the biological brain. This technique makes 
the NoC communication fault tolerant and robust.  
 

LITERATURE REVIEW 
 

Deterministic, stochastic, fully adaptive and partial 
adaptive routing algorithms (Pasricha and Zou, 2011) 
are four broad categories of routing algorithms. 

In deterministic routing the packet routes from the 
certain point to another using a fixed path. These 
algorithms lack the adaptiveness but are easy to 
implement. Xy, yx, xyz and zyx (Pasricha and Zou, 
2011; Zhu et al., 2007; Kim and Kim, 2007; Schonwald 
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Fig. 1: Network on chip heterogeneous resources (NI = Network Interface, P = Processor, M = Memory, C = Cache, re = 
Reconfigurable block) 

 
et al., 2007) are few examples of Dimension Order 
Routing (DOR) algorithms. DOR algorithms are the 
simplest algorithm of deterministic routing algorithms. 
These DOR algorithms are deadlock free. 

Directed flooding, N-Random walk and 
Connection Oriented Stochastic Routing (COSR) are 
the few types of stochastic routing algorithm. Packet is 
sent in one or any particular direction depending on the 
type of algorithm. The advantage of the technique is 
easy to implement but has drawbacks of congestion, 
deadlocks, livelocks and high energy and bandwidth 
consumption  (Pasricha  and  Zou, 2011; Nunez-Yanez 
et al., 2008; Kim and Kim, 2007).  

Routing table is used in fully adaptive routing 
algorithms to route the packets in NoC. At runtime 
router decides at which direction packet should be sent 
to avoid faulty nodes and interconnects. These 
algorithms are adaptive in nature but the drawbacks are 
congestion, deadlock situation and high memory 
requirement for routing table. Source routing for NoC 
(SRN) and Force Directed Wormhole Routing (FDWR) 
are two examples among many fully adaptive routing 
algorithms (Kim and Kim, 2007; Schonwald et al., 
2007). 

Partial adaptive routing algorithm blocks certain 
turns in NoC to avoid congestion and deadlock 
situation. The advantage of this technique is easy to 
implement. In partial adaptive algorithm there is no 
routing table due to which these algorithm lacks the 

adaptiveness. Planar, west first, negative first, north 
last, south last and odd-even are few examples of planar 
adaptive routing algorithm (Lehtonen et al., 2010; 
Pasricha and Zou, 2011; Rantala et al., 2006; Wu, 
2000). Details about these algorithms can be found in 
(Sethi et al., 2013b, 2013a, 2014, 2015). 

Due to the drawbacks of the traditional techniques, 
a novel bio-inspired algorithm “synaptogenesis” is 
proposed. The bio-inspired algorithm works on the 
principle of synapse and neuron present in the 
biological brain.  
 

BIO-INSPIRED NOC METHODOLOGY 
 

The basic building unit of brain is neuron. 
Biological brain contains around 80 to 120 billion 
neurons. Two neurons are connected with each other 
through synapse. Synapse is formed between the axon 
terminal of one neuron and dendrites of second neuron 
(Hashmi et al., 2011). 

Synaptogensis is the concept of biological brain. It 
is self-adapt mechanism of biological brain when two 
neurons want to connect and communicate with each 
other. In this phenomenon the growth cone present at 
the top of the axon and dendrites terminal finds the path 
to the target neuron. The filopodia actually finds the 
path for connection with the target neuron. Chemical 
attractant  is  released  by the target neuron to attract the  
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Fig. 2: Synaptogenesis   mechanism   (adopted   from   
Rosenzweig  et al., 2005) 

 
growth cone. A connection (synapse) is formed 
between the source and target neuron due to this 
biological method. This synaptogensis process is shown 
in Fig. 2 (Rosenzweig et al., 2005). 

This biological method is adopted in the bio-
inspired NoC fault tolerant technique. During the 
communication between target and source PE, if any 
interconnect or node becomes faulty a newer synapse 
will be formed from the neighboring node. This is 
possible as the target PE and the source PE is constantly 
communicating with each other. With the help of this 
method parallel and multiple synapses are constructed 
between two PE’s due to the faulty nodes and 
interconnect. This multiple synapse utilizes the NoC 
bandwidth efficiently. 
 
Bio-inspired NoC framework: Heterogeneous 
Network on Chip simulator (HNOCS), an OMNET++ 
based simulator (Ben-Itzhak et al., 2012) is used to 
implement the bio-inspired NoC fault tolerant 
technique. Two different version of bio-inspired NoC 
algorithm is implemented. The techniques and results 
were improved by the implementation of bio-inspired 
algorithm on the node and later on the interconnect 
basis. 

The bio-inspired NoC technique is working on per 
link basis. Whenever a faulty node or faulty 
interconnect is encounter at the scheduler of the port. 
The scheduler will initiate a new synapse connection 
from the current node to the destination or will try to 
connect with the older synapse. The bio-inspired 
algorithm is robust as it tries to connect with the older 
synapse and will also avoid the traversal of unnecessary 
routers. This also decreases the latency of the packets 
even when faults occur. The bandwidth of the NoC is 
also efficiently utilized and throughput is slightly 
decreased for every shorter period of time as the NoC 
recovers from the faulty node. During the network 
recovery time the destination will still be receiving the 
flits from other synapse. These flits have already passed 
the faulty node. 

Bio-inspired NoC Algorithm: At start of the 
simulation, the nodes at the 4×4 NoC discovers itself. 
After a network discovery, “synap” signal is initiated 
by the source PE. The node after receiving the “synap” 
signal, checks the two hop information from the current 
node. After receiving the two hops information, the 
nodes routes the signal to the destination to create a 
synapse. After the creation of synapse, the source sends 
the data to the destination over this synapse.  

The bio-inspired algorithm increases the efficiency 
of the network as it only needs one network discovery 
at the start of simulation. “Synap” signal is able to 
detect all the static and runtime faults during the 
simulation. 

Information Set (IS) request signal is used by the 
router to collect the neighbors information. Information 
Set (IS) requests for the working status of the neighbor 
node and its neighbor routers information. The neighbor 
node sends back the information in ISW (west), ISE 
(east), ISS (south) and ISN (north) response packets. 
After receiving the information the node decides in 
which direction it should transfer the packet. The IS 
packet includes four field having working information 
(1 = working, 0 = not working, -1 = neighbor doesn’t 
exists) of Direct Neighbor (DN), south, north, west and 
east neighbor (Nicopoulos et al., 2009).  

Temporary synapse connection is initiated by the 
neighbor node if the interconnect or node becomes 
faulty during the communication. The flits during the 
temporary synapse setup will be stored in the node. The 
temporary synapse builds a new shorter synapse to 
connect with the older synapse to bypass the faulty 
node or interconnect. The older synapse continues 
sending the flits present on it. The connection with the 
older synapse reduces the latency of the packets and 
efficiently utilizes the bandwidth as there will be 
parallel connections (synapses) between source and 
destinations.  

Connection with the older synapse makes the bio-
inspired algorithm robust as it by pass the faulty region. 
This phenomenon helps to avoid the unnecessary 
traversal of the routers. This reduces the network 
latency of the packets. This temporary mechanism will 
work for any number of faults in NoC. 

The bio-inspired algorithm was modified in two 
stages. First the algorithm was applied on node basis 
and later it was modified and tested on interconnect and 
nodes basis. The algorithm was improved as the various 
parameters like packet network latency, throughput and 
bandwidth was efficiently utilized. 

Figure 3 shows the case when nodes were made 
faulty during the simulation. The source (0) initiated a 
connection to create a synapse with destination (15). 
The main synapse was broken due to the faulty node of 
(1) during the simulation. The neighbor nodes detected 
this faulty node and initiated another shorter synapse to  
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Fig. 3: Multiple synapses (cross shows the faulty nodes) 
 

 
 

Fig. 4: Multiple connections between source and destination (cross shows that interconnects are faulty) 
 
connect with the older synapse. This reduces the 
latency of the packets. If the temporary synapse does 
not find the old synapse on its way, it connects directly 
with the destination (15). Similarly, when node (11) 
becomes faulty during the simulation another synapse 
was created from node 10 to node 15.  

The algorithm was update to also handle the 
interconnect failure along with the node. The results of 
the bio-inspired algorithm were better than the previous 
implementation. Figure 4 shows the implementation of 
bio-inspired algorithm when interconnect failure 

occurs. The synapse was constructed from source (0) to 
destination (15) at the start of the communication 
between them. During simulation the links between 
various nodes become faulty and a temporary synapse 
was initiated to bypass the faulty interconnects.  

 
RESULTS 

 
The bio-inspired algorithm was tested in both the 

cases. The results show that when the bio-inspired 
algorithm  is  improved  to  per  link  basis, it performed 
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Fig. 5: Bandwidth vs faults (per node based bio-inspired 

algorithm) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 6: Bandwidth vs faults (Improved bio-inspired algorithm) 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 7: Latency vs faults (per node based bio-inspired 

algorithm) 
 
better. The packet network latency is reduced, 
throughput is increased and bandwidth is efficiently 
utilized.  

Figure 5 shows the effects of faulty nodes on the 
bio-inspired algorithm while Fig. 6 shows the results 
produced by the improved bio-inspired algorithm. 

In Fig. 5 and 6 that when there was no faulty nodes 
and   interconnects,  the  bandwidth  utilization   of   the 
improved algorithm increased to almost 1989 MBps 
from 1927 MBps.  Similarly, when one fault occurred 
during the simulation the bandwidth utilization of the 
improved algorithm is better. The bandwidth utilization 
is even better when seven interconnects or nodes 
become faulty. 

 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 8: Latency vs faults (improved bio-inspired algorithm) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 9: Packet network latency (per node based bio-inspired 

algorithm) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 10: Packet network latency (improved bio-inspired 

algorithm) 
 

Similarly, the latency of the improved bio-inspired 
algorithm is reduced. This is shown in Fig. 7 and 8. The 
latency of the flits in the improved bio-inspired 
algorithm reduced to almost 49ns from 54ns when three 
faults were introduced during the simulation. 

Figure 9 and 10 shows the packet network latency 
graphs of the bio-inspired algorithm. The average 
packet network latency of improved bio-inspired NoC 
algorithm reduced from 13 ns to 8.5 ns. 

1940

1920

1900

1880

1860

1840

1820

1800
0 1 2 3

Number of faults 

M
B

ps
 

60

0 1 2 3

Number of faults 

L
at

en
cy

 (
ns

)

50

40

30

20

10

0

60

0 1 2 3
Number of faults 

L
at

en
cy

 (
ns

) 50

40

30

20

10

0

70

4 5 6 7

60

0
Simulation time (ns)

N
et

w
or

k 
la

te
nc

y 
(n

s)

50

40

30

20

10

0

80

70

500 1000 1500 2000

0 Fault 

1 Fault  

2 Fault 

3 Fault  

60

0
Simulation time (ns)

N
et

w
or

k 
la

te
nc

y 
(n

s)

50

40
30
20
10

0

100

70

5000 10000 15000 20000

0 Fault links 

5%Fault links  

15% Fault  links

30% Fault   links80

90

1992

1990

1988

1982
1980

1974
1972

0 1 2 3
Number of faulty links  

B
an

d 
w

id
th

 (
) 

M
B

ps
 

1984

1978
1976

4 5 6 7



 
 

Res. J. App. Sci. Eng. Technol., 12(4): 483-489, 2016 
 

488 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 11: Throughput (per node based bio-inspired algorithm) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 12: Throughput (improved bio-inspired algorithm) 
 
Table 1: Comparison between techniques 

Techniques 

 
Parameters (for 16 PE’s) 
--------------------------------------------------------------------------------------

 
Accepted traffic (flits/cycle/node) 
--------------------------------------------------------------------------------------

Number of faults 0 1 3 5 7 
DBP network (Koibuchi et al., 2008)  0.22 0.18 0.16 0.15 0.14 
Synaptogenesis algorithm  0.39 0.31 0.28 0.26 0.24 

 
The throughput graphs of Fig. 11 and 12 show that 

the throughput of the improved bio-inspired algorithm 
also increases from the previous algorithm. The 
recovery time from fault is also reduced as can be seen 
in the Fig. 11 and 12. 

The synaptogenesis algorithm has also improved 
the average throughput and network saturation point 
(accepted traffic) from the technique mentioned in 
Koibuchi et al. (2008) as shown in Table 1. 

 
CONCLUSION 

 
In this study two synaptogensis base techniques 

were  analyzed.  The  performance   of     the    NoC    is  
improved with the help of the biological method 
“Synaptogensis”. The   bio-inspired  algorithm  avoided  

the faulty node and interconnects with the help of 
shorter and newer synapse. The bio-inspired algorithm 
improves the bandwidth utilization, throughput and 
reduces the latency of the packet. In the future, we will 
further optimize the fault tolerant characteristics of the 
algorithm and will implement efficient and more robust 
bio-inspired algorithm. 
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