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Abstract— Visual surveillance system for tracking crowd using 

multiple cameras at dynamic backgrounds faces many challenges 

such as illumination variance, occultation, low spatial temporal 

resolution, sleeping person, shadows and camera noise. In this 

paper we address the issue of gradual and sudden illumination 

variance caused by movement of the sun and the clouds. We 

evaluate Mixture of Gaussian method and background modelling 

method for extracting foreground from the background for crowd 

related data base. We have evaluated the performance of the 

background model for sparse and dense crowds to evaluate the 

accuracy and efficiency of the model subjectively for crowd 

analytics based scenarios. 

I. INTRODUCTION 

Visual surveillance system has become one of the most 
attractive research areas in the field of computer vision. The 
goal of video surveillance is to extract information from video 
footages collected by the video surveillance camera. The final 
objective is to enable the surveillance camera to automatically 
detect, recognize and track objects of interest and to understand 
and analyze their activities [1]. The applications of video 
surveillance extend; to both public and private sectors such as 
home land security, crime prevention, traffic control, of 
monitoring patients and children at home, where these 
applications are used at indoor and outdoor settings such as 
train stations, airports, malls, offices, parking lots, highways, 
hospitals and many other public locations [2]. 

The availability of low cost sensors and processors is one of 
the main reasons for the increasing interest in the field of video 
surveillance technology. The need for safety and security at 
public sectors is another reason for the intensive research in the 
video surveillance systems. Furthermore, the availability of 
huge number of cameras, which are operated at the expense of 
a great deal of man power, also demands for researches to 
develop an efficient system that can extract information from 
the real time footage and automatically detect, recognize and 
track objects of interest, so as to understand and analyze their 
activities where the entire process is shown in the “Fig. 1” in 
the form of a block diagram [1]. 

In crowd tracking systems understanding the crowd behavior 
prior to developing the system is essential. As the surveillance 
systems employed from place to place would yield different 
behavior characteristics of the crowd [3]. A crowd is a group of 

individuals who follows motion, in a form of a Pattern to other 
individuals at different scenes. There are several common 
patterns followed by the crowd such as bottleneck, departure, 
lane, arch/ ring and blocking. Acquiring the prior knowledge of 
the patterns will enhance the level of the optimization of the 
system.  

The video surveillance system faces many challenges and 
limitations based on its environmental conditions. Mainly a 
surveillance system can be distinguished by two conditions; 
indoor and outdoor. At indoor conditions, a surveillance camera 
persists of static background, where the background is less 
prone to changes, while at outdoor conditions, the dynamic 
background is much more prone to change during the course of 
the day [4-6].  However, general surveillance systems have 
challenges such as gradual and sudden change of illumination, 
intra camera occlusion, stationary people, waking people, low 
spatial and temporal resolution, camera perturbation and noisy 
videos that bring several limitations to the robustness of the 
system. 

 
Fig. 1.Main processing units for multiple camera surveillance systems [1]  



 

In this paper we discuss the Mixture of Gaussian method 
(MOG) for the application in the discipline in crowd analytics 
which deals with behavior of crowds. Crowd analytics 
comprise of many surveillance applications such as 
crowd/objects detection, crowd tracking, crowd density 
estimation like motion estimation, direction and velocity 
estimation and counting etc. at real time. These applications are 
mostly deployed in complex dynamic environments.  

Hence, these applications are often affected by gradual and 
sudden change of illumination, intra camera occlusion, and 
stationary people, waking people, low spatial and temporal 
resolution, camera perturbation and noisy videos which bring 
several limitations to the robustness of the system.  The rest of 
the paper is organized as follows; section II provides an 
extensive study on the literature for the topic of video 
surveillance. Section III discusses the methodology which 
illustrates the algorithm and the mathematical model of MOG, 
while section IV presents the experimental results and 
discussion and finally section V concludes the paper. 

II. LITERATURE REVIEW 

An extensive study was carried out on the topic of video 
surveillance systems to provide a brief but rich description in 
this section; where the literature is organized based on the 
review on video surveillance systems, surveillance systems for 
tracking crowd, multiple camera tracking and background 
modeling of surveillance systems.  

A. Video surveillance system 

Video surveillance system is one of the most attractive fields 
in computer vision due to the fact that there are billions of 
cameras fixed at public and private sectors all over the world 
that are monitored by a large pool of man power. This is 
inefficient and thus, an intelligent system is in the requirement 
to be developed to provide analysis and protection to the 
subjects of the scene. Video surveillance systems are used for 
two applications; mainly crowd tracking and vehicle traffic 
surveillance. A video surveillance system frame work generally 
consists of background modeling, object segmentation, object 
classification, object tracking, behavior and activity analysis 
and object identification [1, 4]. 

Many surveillance systems have been developed to 
overcome the challenges faced by systems such as a robust 
background updating system for real time traffic surveillance 
and a sophisticated tracking algorithm for tracking humans 
under low resolution which are concentrated on background 
modeling, object segmentation and tracking. Detecting the 
amorphous and unstructured such as in objects behind fire, 
smoke and targets in deep turbulence using super resolution 
recovery by frames reconstruction systems focused on object 
segmentation and classification. Systems were developed for 
tracking, behavior and object identification using Trajectory-
based activity analysis for visual surveillance,  crowd tracking 
using activity-based semantic scene decomposition and Cross 
canonical correlation analysis for global Activity topology 
inference [2, 7].  

B. Surveillance system for Crowd Tracking 

Video surveillance systems for tracking crowds has been a 
point of interest for researchers as there are many challenges 
raised in tracking crowd and in which one of the most common 
and challenging issue is the illumination variance where the 
surveillance systems are always subjected to the gradual or 
sudden illumination variance. Moreover, the fact that the 
human being who is an object in a crowd consumes few pixels 
in the entire frame raises low resolution. While tracking crowds 
there are other issues such as occultation where objects are 
covered over by the other [8], then sleeping person or waking 
person who are classified as ghost objects and camera noise, are 
also some of the most redundant challenges faced by the 
surveillance system tracking.  

Researchers over the past decade have developed many 
surveillance systems for overcoming these challenges using 
many methods. Template based matching methods using 
histogram and shape analysis of human body parts are used to 
overcome illumination variance and sleeping person detection, 
and background modeling techniques such as Mixture of 
Gaussians (MOG) and median filter is used to overcome 
illumination variance. Super resolution reconstruction, 
Observational model with intensity cues and practical filters are 
used to overcome issues in poor resolution.  Many temporal 
differencing methods using Principal Component Analysis 
(PCA), pixel level multi models are used for shadow detection 
and overcoming camera noise [9].  

C. Background Modeling of Surveillance Systems  

Multiple camera tracking is one of the critical challenges in 
surveillance systems since each camera undergoes different 
illumination variance with respect to its view and is required to 
overcome the illumination variance and detects objects in its 
camera views, object re-identification in different camera views 
are another great challenge in multiple camera tracking  
especially when objects are supposed to be identified across 
blind areas, where there is a lack of coverage in the camera view 
and object detection through occlusion is another issue. 
However surveillance systems are designed for tracking objects 
through these issues using template matching cross canonical 
correlation and adoptive filtering [1, 2, 9].  

Based on the above review of different surveillance systems 
for tracking crowds using single camera and multiple cameras 
it is understood that the need of an efficient background 
modeling algorithm is to extract the foreground from the 
background to overcome the issues of  illumination variance, 
low resolution, sleeping person or waking person and camera 
noise. Over the years many background modeling algorithms 
are used such as MOG,  Eigen background model, Median filter 
method, Kalman filter, Kernel density Estimation (KDE), wall 
flower, Temporal Differential, Hidden Macov Method (HMM), 
Bessian distribution and optical flow[8, 10-12]. Each of these 
methods is efficient from the other in its own manner in terms 
of speed, accuracy, memory requirement and nature of the 
background such as static and dynamic backgrounds which are 
usually indoor or outdoor. It is evident that the most significant 
challenge in this research is to develop a framework of 
background model which will extract the foreground for 



 

tracking crowds using multiple cameras though  illumination 
variance with high computational efficiency and accuracy. 
  

III. METHODOLOGY 

Mixture of Gaussian (MOG) method is one of the most 
widely used background modeling algorithm. It is one of the 
dominant background modeling algorithms in line for its decent 
compromise among robustness in perilous situations and 
restraints [13, 14]. MOG functions are based on the probability 
density function of the Gaussians generated in the model. MOG 
background modeling algorithm is a pixel wise model which 
offers description of both background and foreground values by 
a likelihood of perceiving a certain pixel ‘x’ at a time ‘t’ by 
means of mixture of Gaussians.  The algorithm of MOG will be 
discussed using four main steps: initialization, modeling, 
similarity evaluation and updating background.   
a. Initialization 

Initially each pixel is characterized by intensity in the RGB 
color space and the probability of observing the current pixel is 
determined by the eq. (1) in a multi-dimensional scenario, 
where K is the amount of Gaussian spreading, ωi,t is a weight 
related with ith Gaussian on the time t with an average μi,t and 
standard deviation Σi,t  , η is a Gaussian probability density 
function     
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b. Modeling 

Once the initialization process is completed, the foreground 
is detected and the parameters are updated using the criterion 
ratio rj=ωj/σj and the order of the Gaussians is determined 
following the ratio. This ordering depends on the background 
pixels which correspond to a high weight with a weak variance 
and a constant value for moving objects and the Gaussian are 
maintained on the threshold T in eq. (2) 
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c. Similarity Evaluation   

When the background is subtracted based on the Gaussians, 
two scenarios occur, 

Scenario 1: when a counterpart is found through one of the 
K Gaussians, the distribution is taken in place of background 
and the other by means of foreground. 

Scenario 2: when there are no matches found with any of the 
K Gaussians the pixels are categorized in place of foreground. 

 
d. Updating background  

After the background and foreground are extracted 
successfully, and if the scenario 1 of similarity evaluation has 
taken place, the model is updated using the weight of Gaussians, 
mean and the standard deviation as shown in eq. (3) to (5), and 

for the scenario 2 least probable distribution is replaced with a 
new one, as shown in eq. (6) to (8). 
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IV. EXPERIMENTAL RESULTS 

The experimentation phase was carried out subjectively 
where the model was implemented on MATLAB 2013a 
simulation platform in a Intel Core i7 processor with NVIDIA 
GeForce GT650 4GB Graphic card and a 4GB DDR3 RAM. 
The binary map of the background extraction was taken as a 
final result to determine the efficiency of the model. We used 
the PETS 2010 data set, which is specially developed for visual 
surveillance research on crowd behavior. It can be observed in 
“Fig. 2” to “Fig. 5” the background model for multiple camera 
view is obtained and evaluated for sparse and dense crowd 
scenarios and is evaluated for camera view 1 and 4, 

 

 
Fig. 2. Experimental results of background modeling using MOG for sparse 
crowd scenario, (a)  camera view 1,  (b)  binary map of camera view 1, (c) 

camera view 4, (d) binary map of camera view 4. 

   

Fig. 3. Experimental results of background modeling using MOG for sparse 
crowd scenario, (a)  camera view 1,  (b)  binary map of camera view 1, (c) 

camera view 4, (d) binary map of camera view 



 

 

Fig. 4. Experimental results of background modeling using MOG for dense 
crowd scenario,  (a)  camera view 1,  (b)  binary map of camera view 1, (c) 

camera view 4,  (d)  binary map of camera view 4. 

 

Fig. 5. Experimental results of background modeling using MOG for 
dense crowd scenario, (a) camera view 1, (b) binary map of camera view 1, 

(c) camera view 4, (d) binary map of camera view 4 

 

 

From the experimental results, it can be witnessed that MOG 
adapted efficiently in dynamic environment, and was able to 
efficiently segregate the individual objects at sparse and dense 
scenarios. The model also was able to detect small objects from 
pixel range of 10×35 to 20×70, which provided the accuracy of 
segmentation of the model.  Though the model was affected by 
sudden illumination which resulted in extracting false 
foreground mask and failed to differentiate the shadows of the 
foreground objects. 

V. CONCLUSION 

Visual surveillance for crowd analytics is an emerging 
research topic which has brought a great deal for interest of 
researches in the field of computer vision and pattern 
recognition. In this paper we discussed an overview of visual 
surveillance with multiple camera tracking. We investigated 
Mixture of Gaussian (MOG) method and re-implemented the 
model for evaluating its functionality on the PETS 2010 data 
set to determine the performance of MOG for sparse and dense 
crowd scenarios. 

As such, we were able to evaluate Mixture of Gaussian 
method for crowd scenarios subjectively. The Model was 
robust under a dynamic environment and was efficient in object 
detection and segregation. However, the model suffered under 

sudden illumination variance and was unable to differentiate 
shadows of the foreground objects.  In conclusion this paper 
provides an insight to the area of visual surveillance for the 
application of crowd analytics and provides evaluation on the 
performance of MOG method for crowd scenarios under 
dynamic environments. 
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