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Abstract 

With the increasing demand of Human-Computer interaction it is expected that in future human computer interfaces will provide more 
convenient, natural and comfortable communication same like human-human interaction. Usage of static gestures in our daily life to 
convey certain meaning leads to recognition of static hand gestures as an important aspect in HCI. Recognition systems involve various 
processes such as feature extraction, features reduction and classification. Gabor filter is being used for feature extraction since long time 
in image processing due to its remarkable mathematical and biological properties. Gabor filters have high dimensionality so in the 
proposed method instead of using 40 Gabor filters only 15 local Gabor filters have been used. The main objective behind using 15 Gabor 
filter responses is to reduce the complexity with better accuracy. In the proposed method after using local Gabor filters the features are 
being reduced by PCA to overcome small sample size problem. So that can use LDA which is most popular linear projection technique 
for feature extraction and feature reduction. This combination of PCA and LDA has been used in many applications such as face 
recognition for security purpose. But here in this paper this is being used with Gabor filter for hand gesture recognition. Till now in hand 
gesture recognition the main focus is on Gabor filter with PCA but here in this paper will use PCA and LDA for hand gesture recognition. 
The use of local Gabor filter helps in reducing the redundant data as instead of using 40 filters here in this paper 15 filters are being used 
which is a subset of the global filters parameters.  Classification of the gestures as per their classes will be done with the help of one 
against one multiclass SVM. 
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1. Introduction 

To facilitate efficient human computer interaction many special devices are being used as an interface between human 
and computer. But still, gestures are powerful means for the communication among the human. Many devices have been 
developed so that computer vision system would be able to understand gestures. The use of such devices became very 
familiar but still it bounds the speed and naturalness by which users can communicate with the computers. It became more 
serious after the evolution of different technologies for example Virtual reality [1]. Many efforts have been carried out for 
the detection and recognition of faces, palm, emotional expression and hand gestures. Recognition systems plays very 
important role in many applications such as telemedicine, biometrics and advanced interfaces for Human-Computer 
Interaction.  
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Particularly, Gesture is nothing but a form of communicative conversation which can be used to impart information 
among people. Gestures can differ from easy way to more complex way of using hand for verbalize feelings such as pointing 
an object to more complex one. But to get the meaning of gestures for being used in Human Computer Interaction it’s a big 
challenge. It requires some means by which gesture recognition process can become easy and efficient for understanding the 
intended gestures. Gesture recognition process requires features extraction based on which classifier classifies gesture with 
respect to their respective classes accurately. The proposed method in this paper is a step towards developing a system with 
less complexity and high accuracy. 

 

2. Related Work 

Gesture recognition which is new form of interaction between human and computer was first proposed by Myron W. 
Krueger in the middle of 70s. With the passage of time it is becoming very important research area. Many methods were 
introduced for hand gesture recognition. Gabor filter followed by PCA for the American Sign Language [8]. In this system 
they used global Gabor filter (5X8) for the representation of various ASL alphabets. PCA to reduce the features because of 
the very large dimensions of Gabor filters.  For the classification Fuzzy-C-Mean clustering was applied. The accuracy rate 
was 93.23% but the combination of PCA and Fuzzy-C-Mean is very complicated and consumes more time. For being a 
good recognition system along with high accuracy complexity parameter contributes equally. 

 Haar-like features and AdaBoost learning algorithm [9] was applied for gesture recognition with the accuracy rate of 
90%. This method can achieve the real time performance. But this algorithm was used only for four hand gestures with the 
angle difference of 15 degree. A novel Gabor-SVM method was used for hand gesture recognition with the accuracy rate of 
95.2% [10]. This method performed better than other methods such as the Euclidean and Cosine measures. But due to the 
use 40 Gabor filters the complexity was very high in terms of both the time and space. Same novel method used again for 
gesture recognition with complex background and this time instead of global Gabor filter with (5x8) here (3X8) Gabor 
filters were used. The accuracy rate for this system was 96.1%. But the complexity was very high as 24Gabor filters 
response were used for one gesture (24x160x100) [11]. 

    In the proposed method instead of 40 Gabor filter 15 local Gabor filters have been used to reduce the dimensions 
which lead to better performance and also reduce the complexity. The Gabor filters are not orthogonal wavelets so selection 
of optimal parameters is very important to reduce the complexity due to the redundant data. Also LDA which is one of the 
most important linear projection techniques for projection may encounter small sample size problem so by using Local 
filters followed by PCA can helps to overcome this problem also can make recognition process scale, rotation and light 
invariant.  

3. Gabor filter 

Wavelet transform can extract spatial and frequency information from a given signal. As compare other wavelet 
transforms, the Gabor wavelet has impressive properties in terms of mathematics and biology. Among various wavelet 
Gabor also provides optimal resolution in time as well as in frequency domain. Gabor wavelet models are very well known 
in simulations of the receptive profile of visual cortical cells [12]. The simple cells of the visual cortex of mammalian brains 
can be best model as self- similar 2D Gabor wavelets. Gabor filters can derive multi- orientation information from a hand 
gesture images at different scales. The derived information it is local in nature. Basic approach while constructing a Gabor 
filter for hand gesture or in any other application such as face recognition or emotion detection is to construct a filter bank 
with different scales and orientations. Hence Gabor filters are used for features detection at various angles and scales [13-
17].The main Principle of Gabor filters is that they can capture visual properties, such as spatial locality, orientation 
selectivity, and spatial frequency characteristics. Due to these characteristics many applications choose Gabor filter for 
feature representation. In 2D Gabor filter is represented as multiplication of a 2D Gaussian and a complex sinusoidal 
function sometimes also called as a complex exponential function. The general expression is:The Gabor filter is represented 
as [18]:  
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λ shows the wavelength of the filter. The standard deviation σ of the Gaussian factor determines the size of the receptive 

field. Spatial frequency bandwidth can be calculated as σ/ λ, which determines the numbers of visible parallel stripes zone. 
In the proposed method this ratio has been fixed to σ/ λ=0.50. Ψ- Phase offset to get the symmetry of the kernel in terms of 
origin. γ- Aspect ratio this gives the ellipticity of the receptive field. Here, in this proposed method, local Gabor filter bank 
with 3 different scale and 5 different orientations σ = {1, 2, 3} and θ= {00, 360, 720, 1080, 1440 is being used. After the 
calculation of Gabor function will be displayed on the output window. 

Basically Gabor filter bank with 5 different scales and 8 different orientations is being used where input image is 
convolved with these 40 Gabor filters (5 scales and 8 orientations). But here the image is being convolved with 15 filters to 
reduce the complexity. As per the above discussion the higher the value of σ makes the image  blur so here only three scale 
values are being selected to reduce the complexity and also to get better results [18, 19]. The responses on the orientation [0, 
pi] are complex conjugate of the responses on orientation [pi, 2pi] so by selecting orientation [0, pi] the computation is 
being reduced to half.  The figure 4 shows the hand gestures in the taken dataset. The figure 5 shows the kernel response 
and figure 6 shows the magnitude of the applied Gabor filter. 

 
 
 
 
 
 
 
 
 

         
   Figure 4: Sample hand posture images from Jochen Triesch dataset 

 
 

 
 
 
 
 
 
 
 
Figure 5: Kernel response with different scales and orientations 
 

 
 
 
 
 
 
 
 
 

Figure 6: Gabor filter response of a typical hand gesture 
As in case of gesture recognition while using Gabor filter for the feature extraction its output vector has high 

dimensionality. If the input image is of 64x64 pixels after convolution with Gabor filter bank of 3 scales and 5 orientation s 
the dimensionality will be 15x 64x64=3840. 

The 2D Gabor filtered images is converted into a pattern vector this process is repeated for all other 15 responses. In the 
last after getting all the pattern vectors for 15 responses concatenate all of them either in rows or columns.  
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4. PCA and LDA 

When dealing with any application either face recognition, emotion detection or gesture recognition usually have a high 
dimensionality. In order to handle such data its dimensionality needs to be reduced. Dimensionality reduction is nothing just 
the transformation of high- dimensional data into efficient, meaningful representation of reduced dimensionality. Basically, 
the reduce dimensions should represents the minimum number of features needed to account the observed property of the 
data. Dimension reduction techniques facilitate classification and compression of high-dimension data. PCA and LDA these 
are very powerful techniques for dimension reduction and feature extraction. Many applications use these techniques for 
recognition purpose especially in face recognition LDA plays a very important roll but its performance get effected if there 
are less number of observation as compare to the dimensionality of the given samples [25]. To overcome this here instead of 
using global Gabor filter, local filter with 15 banks has been used. To reduce the dimensionality of the Gabor filtered image 
PCA is being used so that LDA performance will not get degraded due to small sample size problem.  

As many recognition systems use PCA (Principal components analysis) [8, 20]. PCA is an effective method which can 
reduce the dimensionality of the data and can effectively extract the required information of the image. It provides data 
which has no redundancy as Gabor filter wavelet are not orthogonal wavelets. In case of image processing the complexity of 
grouping the images can be reduced. As among other dimension reduction methods PCA is the fastest algorithm [21] so it 
will reduce the time complexity. PCA outperform when Dataset is small so in this paper by using local Gabor filter bank it 
enhance the computation efficiency of the PCA. But in case of PCA its does not emphasis on the class just features are 
builded on the basis of the difference but in case of LDA when data is map from one dimensional space to another it 
maximized scatter between two classes but minimized scatter within classes. 

5. Classification  

Classification it is the last stage in the recognition system. The choice of classification algorithm it is highly depending 
on the recognition system. There are many classifiers working for hand gesture classification. Neural network is one of the 
much known classifier. It functioning is based on the human brain. NN has three layers: First layer represents neurons 
which give hand gesture samples to the neural network. Next, the hidden layer which is responsible for error reduction to 
achieve the desired output. Finally, the last layer the output layer having neurons equal to the output classes. Back-
propagation NN is very common in image recognition [7]. NN are learning based classifier instead of programming, flexible 
to changing environment. But consume time to train a model also face problem with generalization.  

Decision tree-based classifier works by breaking a complex decision into simple decisions to get the final solution which 
resembled to the desired solution. Internal nodes in decision tree represent different attribute values forming the training 
data in order to decimate the various classes most clearly. The branches connecting the nodes denote the possible values 
these attributes can have and the terminal nodes show the final value that is the intended class. Tree-based classification is 
conceptually very simple and computation is also very effective. Have simple form to store the data. But in case of 
multiclass classification the output has a very large and complex tree. Also it does not provide robustness to the recognition 
system and the intended classes can overlapped. SVM it is a supervised learning method. Basically, SVM is a linear 
classifier that maximizes the distance between the decision lines. The main advantage of SVM is that it can use kernels for 
non-linear data transformation. The main principle behind using SVM is to divide the given data into two distinct categories 
and then to get hyper-plane to separate the given classes as shown in figure 7(a) and 7(b). Even if it is OAO or OAA still 
need to divide the classes into binary form. Among the nearest neighbor, NN SVM is best method for classification [22]. 

 

 

 
 
 
 
 
 

Figure 7(a): Original data; (b): SVM classification 
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Among both the strategies OAO( one against one) and OAA(one against all), if very few classes are there then OAA 
gives better accuracy but if the number of classes increases then OAO is better than OAA as it speed up the decision making 
process [23]. Also when number of samples is very high like in case sign language recognition systems then OAO is a better 
strategy in terms of training time due to this it is more suitable to practical use [24]. 

6. Expected results and discussion  

In many applications a combination of PCA followed by LDA is being used for feature extraction and feature reduction 
and for classification either SVM or K-Nearest Neighbor has been used with very good accuracy [25]. In this paper instead 
of using directly raw image a method is proposed where local Gabor filter with 3 different scales and 5 different orientations 
is being used. Then PCA and LDA will be used for feature reduction and extraction respectively. By using Gabor filter the 
proposed work can be invariant to the different and orientation. Also a combination of Gabor filter and PCA can over 
lighting problem which is very common. Again the combination of PCA and LDA can help for better performance since 
LDA performance get degraded due to small sample size problem.  For classification as per the above discussion Multiclass 
SVM will be used. SVM has high accuracy rate in non-linear environment. Among OAA and OAO, One against One 
strategy will be taken in use.  

Many Methods are working to recognized hand gestures by using Gabor filter and achieved fairly good results, but have 
very high computation. The aim of this method is to achieve good results but at the same time a tradeoff must be considered 
between time and accuracy. So here instead of using Global Gabor filter local Gabor filter is being used with a combination 
of PCA and LDA to provide better accuracy also making system invariant to scale and rotation problem. Along with high 
accuracy and less complexity focus is done on robustness too.   

7. Conclusion 

This paper addresses about the local Gabor filter with a combination of PCA and LDA followed by SVM for 
classification. From the above discussion it is expected that a combination of Gabor filter along with PCA and LDA will 
achieve high accuracy with less complexity.  On the same side there are many classifiers are there each of them have some 
advantage and disadvantage but to get right combination with underlying application is very important. From the discussion 
it is shown that SVM can provide better classification with multiple classes with less complexity and high accuracy. 
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